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Abstract—IaaS(Infrastructure as a Service) is a type of cloud computing in which a third party provider hosts virtualized computing 
resources over the internet. IaaS achieves economy of scale by providing services to multiple clients at one time called multiplexing. 
Number of scheduling approaches have proposed in the recent years but requires standardization and agreement hence creates difficulties 
for the cloud users. The proposed system addresses the issue by sending task to other providers and utilizes the unused resources by 
analyzing it through Ant Colony Optimization(ACO). The  intelligent scheduler in the proposed approach schedules task in an optimized 
manner in the way how ants search food from its ant hill.  

Index Terms— Ant Colony Optimization(ACO), IaaS, resource, scheduling, task,provider.   

——————————      —————————— 

1 INTRODUCTION                                                                     
Cloud computing is a subscription-based service where a net-
work storage space and computation resources can be ob-
tained. IaaS(Infrastructure as a Service) has become an im-
portant paradigm in cloud computing, it achieves economy of 
scale by multiplexing and therefore faces the challenge of 
scheduling task. The proposed scheduling approach, based on 
ACO (Ant Colony Optimization) schedules task from private 
cloud to external cloud when there is a peak demand. The sys-
tem is modeled as a framework where a provider outsources 
its tasks to external cloud (Ecs) to meet the unpredictable situ-
ation in cloud environment. The approaches so far used either 
rely on inter-cloud agreement that is required for the cloud 
federation. The proposed scheduler allocates the task to re-
source and adopts dynamic change in the cloud environment 
without any standardization also it provides optimized 
scheduling by which the factors of  a good scheduler such as 
high throughput and reduced response time can be achieved 
and solves the issue of portability while migrating to different 
cloud. 

Infrastructure as a Service (IaaS) becomes very popular as 
the foundation for higher level services such as Platform as a 
Service (PaaS) and Software as a Service (SaaS) [1]. IaaS pro-
viders such as Amazon EC2 and IBM Smart Cloud Enterprise 
[2], allow users to rent resources in the form of Virtual Ma-
chines (VMs). They can offer different VM types that are char-
acterized by machine configuration, QoS[10] and pricing mod-
el. 

A straightforward solution for a cloud provider is to over 
purchase the cloud resources or relying on standardization 

and agreement as in cloud federation. 
 
 

The proposed system provides a framework in which the 
 IaaS provider can utilize the unused resources in one or more 
public cloud called External cloud(ECs) to overcome the re-
source limitation. 

IaaS provider acts like a private cloud where as the task are 
outsourced to public cloud called External clouds(ECs). 

2  MOTIVATION FOR PROPOSED APPROACH 
There exists no generic model for task scheduling in cloud 
computing environment[16] because most of the time the user 
requirements are unpredictable. Especially, mapping of user 
specified configuration to the available resource level with the 
provider is difficult also modeling non-functional require-
ments such as availability and performance are challenging. 

Parameterization provides an efficient way for analyzing 
the solution but modeling parameterization is difficult when 
the problem size is large and dynamic which is usually a case 
in cloud task scheduling  where there exists user traffic for 
submitting task and getting back their results. 

The cloud environment for task scheduling requires to be  
continuously optimized. Given the dynamic nature of clouds, 
resource allocation needs to be updated continously for the 
QoS requirement . It is challenging to efficiently decide when 
and how to reconfigure the cloud in order to dynamically 
adapt to the changes. 

3 MODELING OF COMPONENTS  
The cloud environment is modeled as different layers in the 
Consumer layer the users of a cloud are modeled to create 
user traffic. The requests submitted as task by the user is sent 
to the business layer through the presentation layer where 
actual scheduling is carried out which constitutes private 
cloud i.e., a cloud service provider. 

The user of a cloud not only interacts with user interface 
and also the business logic by submitting their requirements 
through configuration.The submitted requests are processed 
by the request handler and is sent to the scheduler. The 
scheduler gets the availability of resources through the re-
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source monitor which interacts with the resource pool contain-
ing datacenter of cloud encapsulates hosts which in turn pro-
vides virtual maching based on user requirement. 

Fig 1. Component view of proposed framework 

4 SOLUTION FRAMEWORK 
Consider[18] CP={CP1,CP2,…,CPn} be the set of cloud pro-

viders. Assume CP1 is the private cloud and CP2,…,CPn are 
external clouds. VM={VM1,VM2,…,VMI} be the set of VM 
types and A={a1,a2,…,aw} be the set of applications required to 
be scheduled for each VM and each application has a runtime 
rj and a task set {tj1,tj2,…,tjTj}. 

An Integer programming model is formulated to solve this 
problem. The objective of integer programming formulation is 
to maximize the profit of private cloud on the premise of 
guaranteeing QOS. To formulate this problem, problem pa-
rameters and decision variables are defined in Table 1 and 
Table 2,  respectively. 

The problem can be formulated as the following IP model. 
Maximum Profit achieved by the cloud service provider is 
given by 
 

 
 
 
 
The first term of objective function represents the income of 

CP1 and the second one means its cost[17]. Constraint speci-
fied in the formulation guarantees that each task is allocated to 
exactly one cloud provider. The problem is  formulated as an 
IP model for task allocation. Solving such problems using a 

mathematical programming approach will take a large 
amount of computational time[18]. 
 

 
TABLE 1 

 
 PROBLEM PARAMETERS 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 2  
 

Binary decision variable 
 
 

 
From the formulation, it is observed that solving such prob-

lems using mathematical programming approach will take 
large amount of computational time for a huge task schedul-
ing problem in cloud environment. Hence there is a require-
ment for Integer programming model which promotes for a 
real time scheduling. 

5 ANT COLONY OPTIMIZATION 
Ant colony optimization is a probabilistic technique useful in 
problems which deal with finding better paths through 
graphs. Artificial or simulated agents locate optimal solutions 
by moving through a parametric space representing all possi-
ble solutions. 

Natural agents lay down pheromones directing each other 
to food source while exploring the environment. Similarly, 
ants record their positions and the quality of their solutions 
while migrating for resources. 

So that in later iterations more ants locate better solution by 
knowing the history of their predecessors. Here, simulated 
agents are considered as user’s task and the food source is 
cloud resources such CPU, Memory, bandwidth etc., 
 The role of ACO in the proposed system is to schedule task in 
an optimized manner. 

Real ants are deaf, dump and blind it communicates to its 
companion about the food source by laying a substance called 
pheromone on ground. When more ants follows the path the 
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ejected substance form a trail through which other ants are 
attracted and hence communicated. 

The more the ants more denser the pheromone hence more 
followers finds food in a shortest path.In the similar way the 
proposed algorithm works for finding suitable resources for 
the user submitted task and finds an optimal solution.  
The pheromone value determines how fast the virtual ma-
chine performs comptation in the cloud environment. 

6  STEPS FOR ACO DATACENTER BROKER 
Initialization 
 Setting VM time usage to zero 
 Idle VM to available 
Updating pheromone table 
 Based on the finishing time of the task in a VM 
 Updates pheromone value on each trail 
Finding the optimal VM 
 Identify the  VM with minimum task execution time. 
 Assign the task. 
Finishing time 

Setting the minimum time used by the VM for task ex-
ecution. 

Ant tour 
 Select the task in radom 
 Assign the task to VM with maximum capability 
 Finds the optimal solution based on finish time 
 Updates pheromone value 
Finding solution 
 Perform ant tour 
 Output the record 
 Identify the solution based on finish time 
 Set the solution as optimal solution 
 Output the pheromone value 

7 IMPLEMENTATION USING CLOUDSIM 
CloudSim is a framework for modeling and simulating cloud 
computing infrastructures and services developed in CLOUDS 
laboratory at the university of Melbourne. 

7.1 Why CloudSim? 

1) Models and simulates large scale cloud computing data        
     centers. 
2)  Models and simulates virtualized server hosts with policies     
     for provisioning host resources to VMs. 

3) Inserts simulation elements dynamically, stops and resumes  
    simulation. 

4) Allows user-defined policies for the allocation of host to   
     VMs and for allotting host resources to VMs. 
 
By making use of the provision for extending the user-defined 
policies the ACO Datacenter broker policy is extended from 
Datacenter broker of CloudSim. 
 

7.2 Implementation Results 

The Execution time required for scheduling using ACO 
Datacenter policy is lesser when compared with the existing 
policy. The use of ACO utilizes the resources better than the 
existing Roundrobin policy implemented in CloudSim. 
 
 

 

 

 
 

 
 

 

Fig 2. Execution time for ACO based broker 
 

 

 

 

 
Fig 3. Execution time for Round robin 

8 PERFORMANCE EVALUATION 
Experiments were conducted using CloudSim[3], the cloud 

simulator. Initially user traffic were generated for the alloca-
tion of requests in private cloud. Round robin based schedul-
ing approach were used for the scheduling in the private 
cloud. 

In order to show insufficiency of resources in private cloud 
more number of unpredictable requests were generated .ACO 
based scheduling is performed among the public cloud for the 
suitable and optimal allocation of user requests. 

 
 
 
 
 
 
 
 
 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 6, Issue 4, April-2015                                                                                                   232 
ISSN 2229-5518 
                              
 

IJSER © 2015 
http://www.ijser.org 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4. Response of a provider for a number of tasks 
 
 
As a result of simulation we observed that the proposed 

system improves the profit of cloud provider by satisfying the 
user who could not understand where their actual tasks are 
executed. And at the same time it provides QoS to the user 
where no user requests are rejected irrespective of the situa-
tion. 

 

Fig 5. Profit of the provider is increasing 

9 CONCLUSION 
The proposed system addresses the issue of scheduling task in 
cloud environment by providing a framework in which a 
cloud provider outsourses its request to External clouds in 
order to utilize the unused resources and to increase the 

productivity.Thus the proposed approach based on ACO per-
forms intelligent scheduling and achieves more profit for the 
cloud service provider and provides user with the better utili-
zation of resources based on their need. 
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